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ALL ALONG THE NEW WATCHTOWER: ARTIFICIAL INTELLIGENCE, WORKPLACE MONITORING, AUTOMATION, AND THE NATIONAL LABOR RELATIONS ACT

BRADFORD J. KELLEY*

Recent technological advances have dramatically expanded employers’ ability to electronically monitor and manage employees within the workplace. New technologies, including tools powered by artificial intelligence, are being used in the workplace for a wide range of purposes such as measuring employee work rates, preventing theft, and monitoring drivers with GPS tracking devices. These technologies offer potential solutions for many companies that may increase efficiencies and support operations, dramatically reduce human bias, prevent discrimination and harassment, and improve worker health and safety. Despite these potential benefits, the use of these technologies may raise concerns under the National Labor Relations Act (NLRA), the federal law that protects employees who engage in concerted activities for purposes of mutual aid or protection, if the tools interfere, impair, or negate employees’ ability to engage in protected activity.

This Article examines the interaction between new workplace technologies and the NLRA. It begins by exploring the widespread uses of these technologies for monitoring and surveilling employees. Against this backdrop, the Article then discusses how recent activity by the National Labor Relations Board (NLRB), the federal agency that enforces the NLRA, portends significant implications for both unionized and non-unionized workplaces. More specifically, this Article criticizes a recent regulatory framework that was proposed by the NLRB’s General Counsel in 2022. Finally, this Article provides other positive suggestions to help ensure compliance with the NLRA.
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New technologies have revolutionized employers’ abilities to monitor and surveil the workplace.¹ These technologies include wearable devices, security cameras, GPS tracking devices and cameras that keep track of the productivity and location of employees, and computer software that takes screenshots, webcam photos, or audio recordings.² Systems using artificial intelligence (AI) are being used to count and identify the words that employees type, the websites
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they visit, the number of emails they send, and the number of steps or breaks they take.³

Even though many modern technologies are reminiscent of George Orwell’s writing, AI and other emerging workplace technologies have legitimate benefits. Monitoring employee communications can help companies detect and mitigate cybersecurity threats and ensure compliance with workplace guidelines.⁴ Surveillance can also help employers prevent their employees from loitering during the workday and ensure employees are not engaged in prohibited conduct, such as pilfering, misappropriating trade secrets, or watching pornography at work.⁵ Furthermore, AI-driven tools can help companies monitor and control attendance while also providing employees with more control over their work, allowing them to be more engaged and productive.⁶ Employers often use AI-driven technologies during the hiring process to analyze a large volume of resumes expeditiously and chatbots handle routine communications with potential candidates.⁷ When appropriately designed and administered, AI and algorithms have also been shown to reduce subjectivity in employment, improve diversity, encourage fairness, and make workplaces safer and more accessible than when handled by employees.⁸ In addition, wearable technologies have been shown to supplement mobility and muscle function, which not only tends to mitigate disabilities, but also reduce workplace injuries and enhance general workplace safety.⁹ Other benefits of AI and monitoring tools include detecting and addressing discrimination and harassment,¹⁰ as well as enhancing occupational health and safety.¹¹ Perhaps


⁴. *Id.*


⁸. *See* id. at 4.

⁹. *See id.* at 4–5.

¹⁰. *Id.* at 4.

¹¹. *Id.* at 58.
not surprisingly, the use of these technologies greatly accelerated during the COVID-19 pandemic with the societal shift to remote work.12 Together with the plethora of potential benefits associated with AI and other workplace technologies, employers also face a variety of compliance risks concerning their use and related implications. Significantly, AI and monitoring technologies remain subject to existing laws, notably the National Labor Relations Act (NLRA or Act). Under the NLRA—which was enacted in 1935 long before modern workplace technologies, to say nothing of AI—employees have the right to engage in concerted activities for the purpose of mutual aid or protection, and employers are prohibited from interfering with, restraining, or coercing employees engaged in protected concerted activities.13 The protections afforded by the NLRA apply to both unionized and non-unionized workplaces, so the legal challenges carry significant risks for employers who rely upon such technologies to increase efficiencies and support operations.14 Recent union advances in various industries have been fueled, in part, by employee interest in ways to advance social issues ranging from health and safety at the workplace to racial justice, making NLRA risks an increasingly important concern for employers in recent years.15 Depending on the ways in which employers manage these issues, they may face NLRA risks stemming from myriad issues associated with newer workplace technologies, especially if the workplace technology is poorly designed or misused. Critics of workplace technologies contend that employers engaging in surveillance, or giving the impression of surveillance, can violate the NLRA if it has a chilling effect on protected activities and makes employees fearful of retaliation.16 For instance, critics point to GPS tracking devices that can give employers information about the locations and times that workers

gather or keystroke software that could be utilized to identify workers’ use of particular words or phrases such as “union.”17 These critics contend that these tools have a greater potential to blunt union organizing efforts because the technology is ubiquitous and workers have no way of knowing when or how their communications are being monitored.18

As a result of these concerns, as well as the prevalence of remote work during the COVID-19 pandemic which led to a sharp increase in the use of electronic monitoring, the National Labor Relations Board (NLRB or Board), the federal agency responsible for administering and enforcing the NLRA, has shown increased interest in monitoring automated technologies.19 The NLRB’s recent attention in workplace technologies coincides with numerous other federal agencies that have addressed the use of electronic surveillance and algorithmic management technologies.20 In October 2022, Jennifer Abruzzo, current General Counsel of the NLRB, issued a memorandum (GC’s Memo) that outlined her prosecutorial initiative aimed at employers that utilize technology to monitor and manage employees in the workplace.21 Specifically, General Counsel Abruzzo proposed an amorphous burden-shifting framework of her own creation, whereby an employer will be found to have presumptively violated the NLRA where its “surveillance and management practices, viewed as a whole, would tend to interfere with or prevent a reasonable employee from engaging in activity protected by the Act.”22 Equally important, General Counsel Abruzzo’s proposal emphasized that other federal agencies are targeting employers for their use of monitoring technologies and the NLRB will use interagency agreements with the other federal agencies to facilitate coordinated enforcement against employers.23

22. Mem. GC 23-02, supra note 21, at 8.
23. Id. at 9.
However, General Counsel Abruzzo’s proposed framework outlined in the memorandum suffers from several flaws that undermine the approach that she proposes. Because the proposal is vague and leaves critical terms undefined, the GC’s Memo strongly suggests that she believes that most electronic monitoring and algorithm-based employer practices violate the NLRA while ignoring employers’ legitimate justifications for newer technologies at the workplace. On a related front, the GC’s Memo proposes a vague standard that prevents employers from being able to accurately predict whether a practice will pass NLRB muster. In addition, because the General Counsel proposes a presumption against the employer’s application of AI, the proposed framework emphasizes employees’ rights at the expense of employers’ interests which directly contravenes the text and purpose of the NLRA. In doing so, the GC’s Memo overlooks and simultaneously undermines an employer’s duty and obligation to maintain a safe workplace, as well as the right to productivity, impose discipline, and ensure safety at their workplaces. In addition, the General Counsel ignores that many employers use the AI practices at issue to comply with several other laws and regulations, particularly in the areas of anti-discrimination, anti-harassment, and occupational health and safety. Federal anti-discrimination laws, such as Title VII of the Civil Rights Act of 1964 and comparable state and local laws, prohibit employers from engaging in unlawful employment practices and other discrimination, including harassment. Meanwhile, the Occupational Safety and Health Act (OSH Act)


25. First Nat’l Maint. Corp. v. NLRB, 452 U.S. 666, 680–81 (1981) (“[T]he [NLRA] is not intended to serve either party’s individual interest, but to foster in a neutral manner a system in which the conflict between these interests may be resolved.”).


27. 42 U.S.C. §§ 2000e to 2000e-17. Title VII protects the employees and job applicants against discrimination on the basis of sex, race, color, national origin, and religion. See id. In addition to showing intentional discrimination, plaintiffs may also argue that “a respondent uses a particular employment practice that causes a disparate impact on the basis of [a protected characteristic] and the
imposes a general duty on employers to monitor worksites and prevent hazardous conditions from developing.\[28\] At a minimum, the GC’s Memo will likely put employers in the precarious position of possibly violating other laws and regulations because of inconsistent federal obligations. As a consequence of the GC’s Memo, employers may face an untenable situation where the reasonable use of AI technology inevitably subjects them to liability under the NLRA, anti-discrimination laws, or the OSH Act. Agencies ought not to construe their statutes in ways that cause employers to violate other federal laws. Thus, the proposed framework will not result in more protections for employees, but instead it will only lead to unnecessary litigation and place employers in an impossible no-win situation.

Because of increased NLRA risks, employers using workplace technologies that employ AI should ensure compliance with the NLRA and other laws. At a minimum, employers must remain vigilant to comply with existing law covering unlawful surveillance and monitoring and be fully prepared to explain the business justifications for using their electronic management tools.\[29\] Companies should also be transparent and clearly explain how they use workplace technologies to foster trust, credibility, and a greater appreciation of the merits of the systems and tools.\[30\] Even when using monitoring and surveillance technologies properly, the absence of transparency, accountability, and understandability will likely undermine the benefits of using these technologies. Other aspects for employers to consider include understanding vendor liability and keeping apprised of legal developments.\[31\]

This Article explores the interaction between workplace technologies such as AI and the NLRA. Part II of this Article provides a brief overview of workplace technologies for the purpose of laying the groundwork for the special employment challenges. To understand the interplay between workplace technologies and the NLRA, Part III provides a background discussion of the NLRA and the NLRB. Part IV then discusses recent regulatory and
enforcement developments at the NLRB involving workplace technologies, notably the GC’s Memo outlining a new regulatory framework. Part V argues that the General Counsel’s proposal is deeply flawed. Finally, Part VI discusses key considerations for alternative proposals as well as recommended practices that employers should consider for mitigating NLRA risks.

II. OVERVIEW OF AI AND WORKPLACE MONITORING

This Part provides a brief overview of workplace technologies. It also illustrates the architecture and features of these technologies in the workplace and discusses the widespread uses of these tools at all stages of the employment lifecycle, including hiring algorithms, workplace supervision, and determining employee pay.

A. Workplace Technologies: A Brief Overview

Many workplace technologies use AI, which can be best understood as computer systems and algorithms “to perform tasks that typically require human-level intelligence to optimize aspects of the workplace, including enhancing productivity, streamlining operations, and improving decision-making.”32 In most situations, employers engage third-party vendors that develop and sell AI-powered algorithms to perform a wide variety of human resources tasks.33 As a general rule, employers—not vendors—are generally liable for unlawful employment decisions.34 The NLRA is no exception to this rule, as it likewise tends to hold employers liable even where the technologies being sold by vendors might be responsible for the violation.35

B. Workplace Technologies and the Employment Lifecycle

Workplace technologies are being used at all stages of the employment lifecycle.36 Research has consistently shown that AI tools properly used for

32. See Kelley, supra note 12, at 268.
33. Id. at 269.
34. Id.; see also Sonderling, Kelley & Casimir, supra note 1, at 16 (discussing vendors in the employment discrimination context).
35. See 29 U.S.C. § 152(2) (“The term ‘employer’ includes any person acting as an agent of an employer, directly or indirectly, but shall not include the United States or any wholly owned Government corporation, or any Federal Reserve Bank, or any State or political subdivision thereof, or any person subject to the Railway Labor Act, as amended from time to time, or any labor organization (other than when acting as an employer), or anyone acting in the capacity of officer or agent of such labor organization.”).
36. See Sonderling, Kelley & Casimir, supra note 1, at 3 (detailing the use of AI throughout the employment lifecycle).
employment decision-making may result in greater diversity, unbiased promotion decisions, and better retention of employees.\textsuperscript{37} Automated employment decision tools include algorithms that analyze social media information to determine which candidates see a job advertisement, tools that analyze the words in resumes, and programs that assess a candidate’s personality traits.\textsuperscript{38}

AI-enabled technologies are adding new ways to make a workplace more directly accessible to people with disabilities. Notably, “wearable technologies . . . have been [shown] to mitigate the effects of certain disabilities, thereby broadening employment opportunities for disabled workers while simultaneously preventing work-related accidents and improving productivity by reducing absences due to disability and illness.”\textsuperscript{39} On a related note, AI is also helping disabled workers with reasonable accommodations in the workplace.\textsuperscript{40}

AI programs are increasingly used to identify, monitor, and measure employee performance.\textsuperscript{41} Historically, employers could more easily monitor their employees’ attendance and performance when they were all in physical locations on a daily basis, but many employers have turned to monitoring software to balance the proliferation of remote work.\textsuperscript{42} Indeed, studies show that around 80% of large employers are using some type of monitoring software at the workplace.\textsuperscript{43} AI and machine learning are frequently used to track worker on-site and remote activities, including employee log-in times, idle time, overall computer usage, documents accessed, online activities, and are being used to

\textsuperscript{37} Id. at 17.

\textsuperscript{38} Id. at 14–15.

\textsuperscript{39} Id. at 4.

\textsuperscript{40} See id.


measure employee performance.44 AI tools can also monitor whether employees are paying attention to their computer screens using webcams and eye tracking software; employers also regularly monitor workers’ activities by installing spyware and GPS trackers on desktops and company-issued laptops.45 These systems allow for companies to monitor the speed and location of drivers, including truck drivers and ride-sharing drivers working for platform-based systems.46 These systems can also be used to verify if such workers gather in particular locations.47

Employees failing to achieve set performance standards might face formal disciplinary actions, including potential job termination, as suggested by algorithms.48 Numerous employees, whether working from home or in other settings, are subject to tracking tools, scoring systems, so-called idle buttons, in addition to other types of ways to accumulate data.49 A pause in activity (whether real or perceived) can lead to penalties, including lost pay and termination.50

In a similar way, AI is increasingly being used to measure or enhance worker productivity and efficiency. For instance, some large transportation companies have used wearable technologies including ring scanners to help workers with package sorting, pickup, and delivery.51 AI is also being used to incentivize worker productivity. For instance, some platform-based services use AI to incentivize driver productivity based on predictive analysis and tailored incentives.52 Retail stores use AI to evaluate and incentivize workers based on an automated analysis of their interactions with customers.53

45. Id.
47. Id.
48. See Sonderling, Kelley & Casimir, supra note 1, at 15.
50. Id.
51. See Ajunwa, supra note 41, at 36–37.
53. Id.
Monitoring has spread among white-collar jobs and roles that usually require graduate degrees. Doctors, architects, academic administrators, nursing home workers, and others frequently describe that electronic surveillance is increasingly used to monitor their activities and behavior every minute of the day.\(^{54}\) For instance, certain radiologists are shown scoreboards that display their periods of inactivity and how their productivity compares to their colleagues.\(^{55}\)

Software programs can generate timecards and calculate employees’ pay. One company offers software to monitor remote workers by taking screenshots of their computers at set intervals and collect data, including keyboard activity and application use, to generate a timecard every ten minutes.\(^{56}\) The timecard then creates a logbook for the workers and their managers that show how the worker spent their time. Another business reportedly uses software that generates a photo of employees’ faces as well as screenshots of the employees’ computer screens every ten minutes throughout the workday.\(^{57}\) The company then uses that information to pay the employees and other workers only for the time when the system detected them to be actively working (e.g., moving a mouse or a keystroke) based on the photos. If the photo captures an employee during a brief moment of inactivity (e.g., a short coffee break of around thirty seconds or a quick bathroom break) such periods of perceived inactivity are considered non-compensable idle time so the system would dock an employee’s pay for the entire ten-minute duration.\(^{58}\)

The use of monitoring software to measure work time has already generated litigation. Most notably, in *Kraemer v. Crossover Market, LLC*, a plaintiff brought a putative collective action for unpaid off-the-clock work against her former employer and a company that operates a recruitment platform to hire and manage workers.\(^{59}\) The complaint alleged that the defendants required the plaintiff, an independent contractor who worked remotely, to install tracking software, and she was compensated based on the software’s tracking of her activities. The plaintiff claimed that the system failed to account for various offline work, including reviewing and annotating hard copy documents, receiving work-related phone calls away from her computer webcam, and participating in Zoom conferences on her mobile phone away from her

\(^{54}\) See Kantor & Sundaram, *supra* note 49.

\(^{55}\) *Id.*

\(^{56}\) See De Stefano, *supra* note 46, at 26.

\(^{57}\) See Kantor & Sundaram, *supra* note 49.

\(^{58}\) *Id.*

workstation.\textsuperscript{60} "[T]he complaint alleged that the ‘spyware software would not give credit for Plaintiff’s work when it did not detect her sitting in front of the computer, keystrokes on her keyboard or movement of her mouse."\textsuperscript{61} The parties settled for an undisclosed amount.\textsuperscript{62} Practitioners have explained that the lawsuit highlights a practical lesson for managing remote workers: "[T]here can be a problematic disconnect between what surveillance software is capable of measuring and the actual range of tasks an employee regularly performs in the course of carrying out their job duties, particularly where ‘offline’ activities are involved."\textsuperscript{63}

\textbf{C. Workplace Discrimination, Harassment, and Violence Uses}

AI is increasingly being used to combat workplace discrimination and harassment. Immediately after the #MeToo Movement, many companies started to use AI tools to detect and address discrimination and harassment in digital communications.\textsuperscript{64} By using AI to monitor communications and report certain aspects for investigation that the employer deems inappropriate, companies use this technology to prevent the financial and other major costs of toxic workplace behavior. Because of the problem of underreporting of sexual harassment and the fact that many victims do not come forward out of a fear of retaliation, these AI tools, commonly known as "#MeTooBots," promise “to remove the human element from reporting and rely on AI to detect and report unacceptable conduct before it [potentially] contaminates the workplace.”\textsuperscript{65}

Other AI technology may improve how employees report work-related violence and harassment allegations. For instance, AI-powered online tools are available for reporting workplace harassment and discrimination through a chatbot-style platform. A similar tool provides free guidance to victims of sexual harassment and misconduct, using deep learning developments.\textsuperscript{66} AI-

\textsuperscript{60} See Kelley, supra note 12, at 265.
\textsuperscript{62} See Ward, supra note 43.
\textsuperscript{63} \textit{Id}.
\textsuperscript{64} See Leora Eisenstadt, #MeTooBots and the AI Workplace, 24 U. PA. J. BUS. L. 350, 351 (2022).
\textsuperscript{65} \textit{Id}.
\textsuperscript{66} Erin Winick, Victims of Sexual Harassment Have a New Resource: AI, MIT TECH. REV. (Dec. 6, 2017), https://www.technologyreview.com/2017/12/06/241607/victims-of-sexual-harassment-have-a-new-resource-ai/ [https://perma.cc/A8HK-PJUS] (noting that this AI system has been trained on more than 300,000 U.S. and Canadian criminal court documents, including over 57,000 documents and complaints related to sexual harassment many of those in the workplace or that entail a work-related aspect).
based programs are commonly used to “analyze the content of e-mails to warn users away from sending potentially harassing messages,” while other programs have “predefined patterns of sexually harassing behavior to flag potential harassment.”

D. Health and Safety Uses

Workplace technologies that utilize AI and machine learning are being widely used to create a safe environment for workers in many industries, including manufacturing, construction, oil and gas, food processing, and forestry. AI-driven access control systems using computer vision and image analysis algorithms can be installed to check the identification of workers entering worksites to prevent unauthorized access and to scan worker safety attire to ensure personal protective equipment (PPE) compliance. The use of AI-powered monitoring technology means that safety professionals do not have to rely solely on observations, walkarounds, or inspections to ensure workers are wearing PPE or to identify other safety issues at worksites. Once violations are detected, they are immediately reported to safety managers, allowing them to take proactive remedial measures. AI is increasingly used in the agricultural industry, including AI-assisted farm machinery equipment, autonomous pesticide sprayers, and equipment that can determine whether specific plants are valuable crops or weeds. AI-powered agricultural equipment also improves safety by reducing how many workers are needed for labor-intensive tasks during hot weather and removing operators from hazardous tasks such as moving a pesticide sprayer.

AI-powered predictive maintenance systems are used “to determine the condition of equipment and predict when maintenance should be performed,” thereby preventing “failures that may lead to worker injuries ahead of time.”


69. Id.

70. See Bruce Rolfsen, AI-Based Farm Equipment May Increase Worker Safety but Cost Jobs, BLOOMBERG LAW (June 27, 2023, 4:30 AM), https://www.bloomberglaw.com/product/blaw/bloomberglawnews/bloomberg-law-news/?id=13024734 [https://perma.cc/QX7U-JQEX].

71. Id.

72. See Minaieva, supra note 68 (explaining that when a piece of equipment needs maintenance, it is automatically shut off and access to it gets blocked by AI and that studies show that this technology results in a fourteen percent reduction in safety, health, environment, and quality risks).
AI is increasingly being used to track interactions between workers and heavy machinery, reducing or preventing entirely accidental injuries for machine operators and bystanders, “checking if workers are in or outside of designated areas, and performing ergonomic assessments.”\(^73\) “The devices also can be paired with sensors or wearable technologies that attach to hard hats, vests, and other items.”\(^74\) Cameras, sensors, and wearable technologies can also generate heat maps that show where high-risk activities occur in a facility.\(^75\) Certain AI-enabled programs can help assess fatigue, which can dramatically help employees, especially those working long hours.\(^76\)

Wearable technologies have also been widely used in the construction industry for safety monitoring.\(^77\) Because of the high frequency of work-related injuries and fatalities in the construction industry, as well as the transient and dynamic nature of the industry, companies regularly turn to AI to promote safety. In addition, active monitoring of workers’ physiological data with wearable technology may allow for measurement of heart rate, breathing rate, and posture.\(^78\)

E. Other Uses

Many companies are using workplace technologies “to prevent and detect everything from routine employee theft to insider trading.”\(^79\) Similarly, AI is being used to address insider threats “without consistently capturing a worker on camera or other abuses of access.”\(^80\) Email applications can be configured to highlight emails containing sensitive details, like a company’s credit card number or an employee’s social security number. This approach does not


\(^{74}\) Id.

\(^{75}\) Id.

\(^{76}\) Id.


\(^{78}\) See Ajunwa, supra note 41, at 36–37.


monitor every word, but instead provides the security team a chance to verify legitimate scenarios, such as an employee completing a work form or addressing tax matters.

F. Legislative and Regulatory Responses

The recent attention by the NLRB General Counsel is yet another indication that federal agencies are intensifying their scrutiny on workplace monitoring tools and surveillance.81 Indeed, other federal agencies have addressed the use of electronic surveillance and algorithmic management technologies. Federal agencies such as the Federal Trade Commission (FTC), Consumer Financial Protection Bureau (CFPB), Department of Justice (DOJ), Equal Employment Opportunity Commission (EEOC), and Department of Labor (DOL) are working to address a range of concerns relating to the use of such technologies in various areas of life.82 Some employment-related concerns range from discrimination in hiring and work assignments, the classification of workers as independent contractors, unfair or deceptive pay practices, and selling or sharing workers’ personal data.83

Federal, state, and local labor and employment rules and guidance have begun to address the accelerated employer deployment of AI and other emerging technologies. Several federal legislative proposals are being considered. For instance, the Stop Spying Bosses Act was introduced in 2023 which “would require any employers using monitoring tools to disclose the practice to those under scrutiny” and “mandate that employers specify what data is being collected and how the surveillance affects any employment-related decisions, like performance assessments.”84 There has been a lot of activity at


82. See Sonderling, Kelley & Casimir, supra note 1, at 43.

83. See id.; see also FTC, FTC POLICY STATEMENT ON ENFORCEMENT RELATED TO GIG WORK 15 (Sep. 15, 2022), https://www.ftc.gov/system/files/ftc_pdf/Matter%20No.%20P227600%20Gig%20Policy%20Statement.pdf [https://perma.cc/KJ83-5ZEN] (discussing FTC’s enforcement priorities in relation unfair and deceptive practices involving surveillance and algorithm-based decision-making, and exclusionary or predatory conduct by dominant firms that may unlawfully create or maintain a monopoly or a monopsony, resulting in poorer working conditions for gig workers).

the state level as well. For example, Illinois and Maryland have enacted laws regulating the use of AI in job interviews, while California and New York have promulgated or announced regulations that address these technologies and their potential workplace impacts.85

III. NLRA: THE LEGAL LANDSCAPE

Before examining the specific legal risks at issue with AI and workplace monitoring, it is important to establish a baseline understanding of the NLRA. This Part summarizes critical aspects of NLRA law touching on workplace technologies.

A. NLRA

In 1935, Congress enacted the NLRA to protect employees’ rights to organize and bargain collectively. The NLRA was designed to promote the public’s interest by eliminating public strife and unrest historically associated with labor disputes by balancing the burdens and benefits among private employers, unions, and employees.86 The Board must “strike the proper balance between the asserted business justifications and the invasion of employee rights in light of the Act and its policy.”87 The NLRA created the NLRB as an independent enforcement agency. The NLRB consists of five members, appointed by the president and confirmed by the Senate, for five-year staggered terms with no more than three members at any time belonging to the same political party to ensure that the Board is not completely subject to political influence.88 The NLRA grants the General Counsel authority to issue unfair labor practice complaints, conduct hearings, subpoena witnesses, make findings, and order remedial actions.89 The Board operates through regional offices managed by regional directors who receive election petitions, direct and

85. See Sonderling & Kelley, supra note 20, at 162.
87. NLRB v. Great Dane Trailers, Inc., 388 U.S. 26, 33–34 (1967); Republic Aviation Corp. v. NLRB, 324 U.S. 793, 797–98 (1945) (referring to “working out an adjustment between the undisputed right of self-organization assured to employees under the Wagner Act and the equally undisputed right of employers to maintain discipline in their establishments”); NLRB v. Erie Resistor Corp., 373 U.S. 221, 229 (1963) (referring to the “delicate task” of “weighing the interests of employees in concerted activity against the interest of the employer in operating his business in a particular manner and of balancing . . . the intended consequences upon employee rights against the business ends to be served by the employer’s conduct”).
88. See 29 U.S.C. § 153(a); see also Thibodeaux, supra note 14, at 235.
89. 29 U.S.C. § 153(d).
conduct union elections, and investigate and make cause determinations when unfair labor practice charges are filed.90

As a general rule, the NLRB has the choice between creating policies through rulemaking or through adjudication.91 Historically, the Board has predominantly relied on case-by-case adjudication instead of notice-and-comment rulemaking.92 On one hand, case-by-case adjudication has resulted in sharp inconsistencies in outcomes, as the Board regularly overturns previous precedents.93 These changes to precedent are often attributable to changes in the party of the current presidential administration and, consequently, the composition of NLRB membership. On the other hand, case-by-case adjudication allows the Board to engage in greater exploration of factual disputes and to make incremental policy changes.

In addition to the NLRB members, the General Counsel of the NLRB plays an important role in the enforcement of the NLRA.94 The General Counsel is independent from the Board, is appointed by the president to a four-year term, and is chiefly responsible for investigating and prosecuting unfair labor practices.95 Significantly, the NLRB’s General Counsel issues enforcement guidance by memoranda, which provide broad notice of the General Counsel’s stances on particular areas of enforcement.96 Even though these memoranda do not represent the official legal position of the entire agency and do not carry the force of law, they do serve as an important bellwether for the NLRB’s current enforcement posture, especially for the regional offices investigating and prosecuting charges against employers.97

B. The Relevant NLRA Provisions

Section 7 of the NLRA provides, in relevant part, employees with the right to engage in concerted activities for mutual aid or protection, regardless of whether the workplace is unionized.98 Generally, activity is concerted when an employee acts with one or more other employees or on behalf of a group of

90. 29 U.S.C. §§ 153(a)–(b), 159(c)(3), 160(a), 160(l); 29 C.F.R. §§ 101.23(a)–(b), 102.62(a)–(c) (2021).
91. Thibodeaux, supra note 14, at 238.
92. Id.
93. Id.
95. Id.
97. See Bernstein & Miller, supra note 26.
employees; it does not include activity by a single employee for that individual’s personal benefit.99 Even if the activity is deemed concerted, to receive protection under the NLRA it must also be for “mutual aid or protection,” in the pursuit of improving terms or conditions of employment.100

The NLRA has a wide variety of limitations. Public-sector employees, agricultural and domestic workers, independent contractors, workers employed by a parent or spouse, employees of air and rail carriers covered by the Railway Labor Act, and supervisors are excluded from the NLRA’s coverage.101 Certain activities and speech are unprotected under the Act. For instance, individual remarks by employees may lose protection if they are not made on behalf of other employees or if they are not intended to improve the working conditions of a group of employees.102 Courts and the NLRB have held that concerted activity can lose its protected status under Section 7 when the activity is violent, malicious, disloyal, publicly disparaging, disruptive, intentionally untruthful, or illegal.103

Section 8(a)(1) of the NLRA prohibits employers from engaging in practices that “interfere with, restrain, or coerce employees in the exercise” of their Section 7 rights.104 Thus, if an employer interferes with or otherwise restrains an employee in the exercise of those rights, it has committed an unfair labor practice under the NLRA. A scholar has explained that “[n]either [the] core right nor the unfair labor practices enumerated in Section 8 of the NLRA addresses employees’ privacy or employer surveillance explicitly.”105

99. Id.
100. See id.
101. 29 U.S.C. § 152(3) (stating public sector employees includes employees of state, federal, and local governments and their sub-divisions). According to section 152(11) of the NLRA, “supervisor” means “any individual having authority, in the interest of the employer, to hire, transfer, suspend, lay off, recall, promote, discharge, assign, reward, or discipline other employees, or responsibly to direct them, or to adjust their grievances, or effectively to recommend such action, if in connection with the foregoing the exercise of such authority is not of a merely routine or clerical nature, but requires the use of independent judgment.” 29 U.S.C. § 152(11).
The evaluation of workplace policies or practices under the NLRA is not done in a vacuum, but necessarily requires balancing Section 7 rights with “the equally undisputed right of employers to maintain discipline in their establishments.”106 Similarly, Section 7 rights must be balanced with compliance with federal laws and regulations.107 Courts have regularly emphasized that the NLRB cannot ignore when the NLRA conflicts with other federal statutes and rules.108

C. The Ping Pong Effect: The NLRB’s Shifting Landscape

In recent decades, the NLRB has been described as an inherently partisan institution that tends to rule in favor of management during Republican administrations and in favor of labor unions and employees during Democratic administrations, which has resulted in inconsistent decision-making.109 Indeed, certain NLRB perspectives usually shift based on which party controls the White House, including employee handbook rules, joint employer status, independent contractor classifications, the validity of confidentiality provisions in separation agreements, and even what constitutes protected concerted activity.110 The prevalent partisanship at the Board has also resulted in frequent flip-flops over some of the most important legal issues, including the determination of what constitutes a bargaining unit and who should be considered an “employee” or a “supervisor” under the NLRA.111

During the Trump administration, the NLRB issued several decisions that recalibrated the previous administration’s Section 7 expansions.112 At the same time, the COVID-19 pandemic brought dramatic changes to workplaces across the country and created an environment ripe for protected, concerted activities.

108. See id. (explaining that “where the policies of the Act conflict with another federal statute, the Board cannot ignore the other statute”).
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During this time, the Board saw a significant increase in the number of unfair labor charges relating to COVID-19 in the workplace such as allegations of inadequate PPE, failure to follow quarantine guidelines, and a host of other issues unique to the pandemic.113

On January 20, 2021, the day he took office, President Biden requested the resignation of NLRB General Counsel Peter Robb.114 When Mr. Robb refused, the White House fired him.115 The next day, the President requested the resignation of Acting General Counsel Alice Stock, who was elevated from her previous position as Deputy General Counsel after Mr. Robb was fired. Because she also refused to resign, she was fired, continuing a sequence reminiscent of the Saturday Night Massacre.116 While it is common for an incoming administration to make certain changes, no president had fired the incumbent NLRB general counsel prior to the end of the their Senate-confirmed four-year term.117 Shortly after Mr. Robb was fired, the President nominated Jennifer Abruzzo, a former Board attorney who had spent the majority of her career at the NLRB and had most recently served as General Counsel for a large union. In July 2021, Abruzzo was confirmed by the Senate with a 51–50 vote, with Vice President Kamala Harris delivering the decisive tie-breaking vote.118

Even though it was expected that the NLRB would move in a pro-labor direction in the Biden administration, the impact was much more pronounced and wide-ranging than anticipated. After her appointment and confirmation, General Counsel Abruzzo immediately sought not only to reinstate Obama-era Board decisions, but also imposed labor law changes via fiats designed to bypass congressional action.119 In August 2021, General Counsel Abruzzo
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issued a memorandum outlining more than sixty areas where she potentially was looking to overturn NLRB precedent or change the direction of Board law.\footnote{Daniel Johns, \textit{NLRB GC Memos Complicate Labor Law Compliance}, LAW360 (May 10, 2023, 5:35 PM), https://www.law360.com/employment-authority/labor/articles/1606392/nlrb-gc-memos-complicate-labor-law-compliance [https://perma.cc/QR6R-VUQ3].}

\section*{IV. The NLRB General Counsel’s Proposal}

The increasing availability and use of electronic management technology, often powered by AI, has drawn increased scrutiny from regulators, including the NLRB. The first sign that the NLRB was interested in AI and related technologies came in 2022 when the NLRB and the FTC entered into a memorandum of understanding regarding information sharing, cross-agency training, and outreach in areas of common regulatory interest, focusing on the “gig economy.”\footnote{See Memorandum of Understanding Between The Federal Trade Commission (FTC) and the National Labor Relations Board (NLRB) Regarding Information Sharing, Cross-Agency Training, and Outreach in Areas of Common Regulatory Interest I (July 19, 2022), https://www.nlrb.gov/sites/default/files/attachments/pages/node-7857/ftcnlrb-mou-71922.pdf [https://perma.cc/9TT2-JZ5T].}

One area of interest identified by the memorandum raises novel enforcement issues as applied to independent contractors: “the impact of algorithmic decision-making on workers.”\footnote{See \textit{id}.} The agreement suggests that gig economy companies investigated by either agency should expect that information submitted to one agency may be scrutinized by both.

Another sign of the growing interest in the impact of worker surveillance and AI on union activity also occurred in 2022 when the White House’s Office of Science and Technology Policy issued its “Blueprint for an AI Bill of Rights,” which addressed contexts in which automation could lead to bias and discrimination, including at the workplace.\footnote{BLUEPRINT FOR AN AI BILL OF RIGHTS: MAKING AUTOMATED SYSTEMS WORK FOR THE AMERICAN PEOPLE, WHITE HOUSE OFF. SCI. TECH. POL’Y 3 (2022), https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf [https://perma.cc/7KG3-UJZH].} For example, the blueprint cites instances where employers had reportedly used “surveillance software to track employee discussions about union activity and use the resulting data to surveil individual employees and surreptitiously intervene in discussions.”\footnote{\textit{Id.} at 32.}

In October 2022, three weeks after the White House issued its “Blueprint for an AI Bill of Rights,” General Counsel Abruzzo issued Memorandum GC 23-02, which detailed her plans to “vigorously enforc[e]” existing law and urged the Board to apply existing principles in new ways, particularly against
employers who use AI to assist with monitoring or decision-making regarding hiring, discipline, or performance management. The General Counsel expressed concern that some employers’ use of “intrusive or abusive electronic monitoring and automated management practices” could reasonably be expected to interfere with employees’ right to engage in activities protected under Section 7 of the NLRA.

In the GC’s Memo, General Counsel Abruzzo implicitly directed NLRB regional offices to scrutinize a broad range of “automated management” and “algorithmic management” technologies, described as “a diverse set of technological tools and techniques to remotely manage workforces, relying on data collection and surveillance of workers to enable automated or semi-automated decision-making.” Workplace technologies subject to this scrutiny include a wide range of tools used during working time, including wearable devices, security cameras, GPS tracking devices and cameras, and computer software that takes screenshots, webcam photos, or audio recordings during the work day. The GC’s Memo also states that the agency will not limit its scrutiny to technologies that employers may use during the work day but will also focus on technologies used when employees are off-duty, including employer-issued phones and wearable devices, and applications installed on employees’ personal devices. Finally, the General Counsel noted that employers use such technologies to hire employees, including online cognitive assessments and social media reviews that may “pry into job applicants’ private lives.” The GC’s Memo suggests that technologies such as resume readers and other automated tools used during hiring and promotion may also be subject to increased scrutiny.

A. Increased Enforcement of Existing NLRB Law

The first part of the GC’s Memo urges rigorous enforcement of existing NLRB precedent to analyze whether certain types of surveillance and technologies used by employers allegedly violate the NLRA. To do so, the General Counsel relies on cases that have identified certain employer practices that already constitute unlawful surveillance. For example, the GC’s Memo
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explains that under current Board precedent an employer may violate Section 8(a)(1) of the Act by instituting new monitoring technologies in response to protected activities or by using existing technology to discover Section 7 activity, such as reviewing security camera footage or employees’ social media accounts.\textsuperscript{132} The GC’s Memo warns that such activities would be equally unlawful if the employer “merely creates an impression of surveillance.”\textsuperscript{133}

In addition, the GC’s Memo states that employers violate Section 8(a)(1) of the NLRA “if they discipline employees who concertedly protest workplace surveillance or the pace of work set by algorithmic management.”\textsuperscript{134} One example is a company that “terminates several employees who protest the employer’s introduction of a new system that takes screenshots of workers’ laptop screens” at certain points during the workday.\textsuperscript{135} The GC’s Memo claims that such an employer may violate Section 8(a)(1) if it coercively questions employees by using personality tests to determine whether they may seek union representation.\textsuperscript{136} Further, the GC’s Memo somewhat paradoxically states that an employer may violate the NLRA if it dismantles the technology to preclude employees from engaging in protected activity, or otherwise isolates union supporters or dissatisfied employees to prevent protected activity.\textsuperscript{137}

Moreover, the GC’s Memo takes the position that employers may violate Section 8(a)(3) by using AI to screen job applicants or discipline employees if the underlying algorithm makes determinations based on employees’ protected activities.\textsuperscript{138} For instance, if an algorithm screens out or gives a lower score for applicants whose resumes or applications indicate prior union membership or interest in workers’ rights, bypassing or rejecting these applicants on the basis of these factors would likely violate the NLRA.\textsuperscript{139} In addition, employers may also violate Section 8(a)(3) by using workplace technologies to remove union supporters by “discriminatorily applying production quotas or efficiency
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standards.” Notably, the GC’s Memo states that a third-party vendor “of the algorithmic tool may also be liable on the theory that the third party is acting as the employer’s agent in making the alleged unlawful decision.”

Finally, the GC’s Memo states that employers also violate Section 8(a)(5) of the NLRA if they fail to bargain with the union that serves as the employees’ bargaining representative over the implementation of tracking technologies or fail to provide the union with information about their use of technology or the use of the data they gather.

**B. Proposed Legal Framework for Evaluating the Use of Electronic Management Technologies**

In addition to enforcing existing law, the next part of the GC’s Memo urges the NLRB to adopt a new legal framework for evaluating the use of electronic management technologies to allegedly protect employees’ Section 7 rights. While acknowledging that “the Board must reach an accommodation between competing employer interests and employee rights,” practitioners explain the proposed framework makes little effort to do so. Instead, the GC’s Memo urges the NLRB to vindicate the latter at the expense of the former and find “that employers presumptively violate[] section 8(a)(1) where [its] surveillance and management practice[], viewed as a whole, would tend to interfere with or prevent a reasonable employee from engaging in [protected] activity.” In other words, the framework requires employers to “bear the burden of justifying their use of seemingly routine management technology.” Because the General Counsel fails to provide any examples of surveillance and management practices that the NLRB should presume are unlawful, in practice, the presumption extends to any form of electronic monitoring regardless of whether the practice is covert, occurs at the employer’s property, or is used when the employee is on duty.

If an employer somehow overcomes the broad presumption, it bears an additional burden of establishing that its lawful practices are also “narrowly
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All Along the New Watchtower
tailored to address a legitimate business need.”147 More specifically, the proposed framework would require the employer to not only establish a legitimate business justification, but also show that the stated objective could not be accomplished by other means “less damaging to employee rights.”148 Put differently, even if the employer establishes that its monitoring or management practices are supported by a business need, an employer will not meet the General Counsel’s proposed burden if the Board deems there is any alternative means to accomplish the same goal in a less restrictive manner.

However, even if the employer demonstrates that there is no less restrictive way to satisfy its legitimate business needs, the inquiry continues.149 The proposed framework will then require the NLRB to balance the employer’s interests against those of the employee to determine if the monitoring or management practices are lawful. As such, the NLRB could still find that an employer’s practices violate the NLRA even if the practices are completely supported by a legitimate business need with no less-restrictive alternative because the Board finds that employees’ interests outweigh employers’ interests on balance.150

Finally, the GC’s Memo states that “[i]f the employer’s business need outweighs employees’ Section 7 rights” and justifies the use of these technologies, the General Counsel’s proposed framework would “require . . . employer[s] to disclose to employees [any] technologies it uses to monitor and manage them, its reasons for doing so, and how it is using the information it obtains.”151 Without that information, the General Counsel contends, employees cannot “intelligently exercise their Section 7 rights.”152 An employer will be excused from such disclosures only if the employer can demonstrate undefined “special circumstances” justifying the covert use of the tools.153 Practitioners have explained that “[s]uch affirmative disclosure requirements—in the absence of ongoing organizing activity and despite a balancing of interests in favor of the employer—would be virtually unprecedented in the annals of workplace law.”154 In a footnote, the General Counsel also notes that she may seek other “safeguards or assurances,” such as limiting access to information and permitting employees to respond to
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discipline based on electronically obtained information.\textsuperscript{155} Moreover, in a footnote, the General Counsel instructs NLRB regional offices to require employers to report expenditures on electronic management technology to the DOL’s Office of Labor-Management Standards under Form LM-10 as part of any settlement of such charges.\textsuperscript{156}

C. Interagency Agreements

Lastly, the final part of the GC’s Memo reaffirms the interagency approach between the NLRA and other federal agencies—including the FTC, DOJ, EEOC, and DOL—to facilitate information sharing and coordinated enforcement against employers to address new cases involving technology in the workplace.\textsuperscript{157} In practical terms, this suggests that employers being investigated by the agencies mentioned should expect that any information submitted to one agency may be scrutinized by any other agency with an operative agreement with the NLRB. Put differently, employers may find themselves under investigation from multiple agencies stemming from a single charge with one agency.

The emphasis on interagency agreements contained in the GC’s Memo reflects the Biden administration’s “whole of government” approach to aggressively promote a pro-union agenda across the entire spectrum of the government. The Biden administration’s “whole of government” approach has relied on executive orders, interagency task forces, councils, interagency agreements, individual agency actions such as rulemaking and enforcement strategies, attempts to influence Congress, and a host of other ways to achieve
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\textsuperscript{156} \textit{Id.} at 4 n.16.

a pro-union agenda.\textsuperscript{158} The fact that the GC’s Memo was released just a few weeks after the White House issued its “Blueprint for an AI Bill of Rights,” which briefly mentioned the possibility of employers using workplace technologies for anti-union purposes, strongly suggests that the GC’s Memo was part of a coordinated governmental campaign to create favorable conditions for unions. General Counsel Abruzzo has acknowledged the importance of the “whole of government” approach and the pivotal role that interagency agreements play to advance union interests. Notably, in an announcement about an interagency agreement between the NLRB and the CFPB in March 2023, General Counsel Abruzzo explained that the NLRB was “excited to work with CFPB to strengthen our whole-of-government approach.”\textsuperscript{159} The “whole of government” approach to promoting unions is completely inconsistent with the intent and structure of the NLRA. Federal courts have regularly emphasized that “it is not the purpose of the statute to pressure employees into undertaking organizational efforts. Embodied in the statute is a principle of free choice.”\textsuperscript{160}

V. WHY THE NLRB GENERAL COUNSEL’S PROPOSAL IS FLAWED

Even though the plaintiffs’ bar, union-side attorneys, and some civil rights groups praised the GC’s Memo as an effective way to highlight the issue and an important step toward updating NLRB law with those changes, closer analysis reveals that it is poorly designed and raises more questions than it answers.\textsuperscript{161} The fact that it is an ill-conceived proposal is strongly evidenced by the fact that the entire scheme was based on three brief sentences contained in a short symposium journal article from 2018.\textsuperscript{162} The symposium journal article provides no details on how the proposal would work in practice, and the
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relevant sentences are unsupported, so it should come as no surprise that the GC’s Memo failed to do the same. Indeed, the author even states in a footnote that “[t]he proposal is laid out here only briefly, to be elaborated in future work,” which was never released.\footnote{163} Alas, these three meager sentences have somehow created a new governmental regulatory framework for important workplace technologies.

This Part explains why the legal framework outlined in the GC’s Memo is flawed and argues that the approach should be rejected and abandoned. This Part also discusses how the GC’s Memo threatens to undermine employer compliance efforts related to anti-discrimination, anti-harassment, and occupational health and safety.

A. Flawed Approach

First, the GC’s Memo does not distinguish lawful from unlawful monitoring and, worse, does not propose a framework to accomplish the task.\footnote{164} Thus, the proposed standard is almost impossible to meet. As noted earlier, the General Counsel’s failure to provide examples of surveillance and management practices that the NLRB should presume are unlawful means that the presumption would effectively extend to any form of electronic monitoring regardless of whether the practice is covert, occurs at the employer’s property, or is used when the employee considered on duty.\footnote{165} Not surprisingly, in the aftermath of the GC’s Memo, a broad range of AI-powered technologies routinely used by employers are now at risk, including monitoring employee movements via GPS, wearable devices, surveillance camera systems used for security, and radio-frequency identification cards and badges.\footnote{166} Practitioners have explained that the GC’s Memo may cause some employers to abandon “valuable safety, security, efficiency and ... compliance benefits that are potentially critical” to financial success in an increasingly competitive marketplace.\footnote{167} Vital safety and security devices, such as security video monitors and video and electronic surveillance systems required of food processors and other highly regulated industries for which real-time recording is critical, will likely fall within the General Counsel’s broad sweep.\footnote{168}
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Second, because the GC’s Memo leaves critical terms undefined, companies are left with uncertainty regarding workplace technologies. Under the proposed framework, an employer will be excused from disclosures only if it can demonstrate “special circumstances,” which is not defined in the GC’s Memo. Similarly, the GC’s Memo does not identify the standards for determining whether business needs “outweigh” employees’ Section 7 rights. The GC’s Memo cautions that software cannot set such a “breakneck pace” that an employee is “severely limit[ed] or completely prevent[ed]” from engaging in protected activities, but the document does not specify what constitutes a “breakneck pace.” The thrust of the NLRA is whether the technology violates protected rights regardless of the pace of technological tools.

Third, while the GC’s Memo acknowledges that employers have legitimate business reasons for using electronic monitoring and automated management, the document fails to identify any specific legitimate business reasons that would pass muster under the proposed framework. The draconian ban on AI and emerging technologies is a poorly designed proposal that fails to account for the diversity of AI tools and employers’ objectives with using these tools. Indeed, there are many legitimate business purposes for employee monitoring, including detecting and mitigating cybersecurity threats, ensuring compliance with workplace guidelines, preventing discrimination, harassment, and workplace violence, and providing for workplace health and safety. In the human resource context, AI and algorithms have been shown to reduce subjectivity in employment decisions, encourage fairness, and make workplaces safer and more accessible. The fact that these technologies are ever-changing makes the proposed framework simply unworkable.

Fourth, the GC’s Memo may practically nullify legitimate workplace practices due to the chilling effect of the test. More specifically, because the GC’s Memo does not identify “intent” as a significant factor for whether the NLRA is violated, an employer potentially could violate the Act if an action “could inhibit” protected activities, regardless of an employer’s intent. Such results again fail to balance employers’ and employees’ rights by presuming any use of workplace technologies and AI is action in bad faith under the Act.
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The presumption contradicts the Supreme Court’s admonition that the NLRA “is not intended to serve either [labor or business’s] individual interest, but to foster in a neutral manner a system in which the conflict between [employer and employee] interests may be resolved.” Indeed, labor policy balances the benefits and burdens neutrally among employers, employees, and unions to avoid the strife and unrest historically associated with labor disputes that may negatively impact the public’s interest. The practical effect of such an approach is that the General Counsel is denying an employer’s right to use AI neutrally, to ensure productivity and discipline. The General Counsel’s position that monitoring tools are unlawful if they “would tend to interfere with or prevent a reasonable employee from” exercising their rights under Section 7 of the NLRA is an overreach. Under the proposed framework, the mere maintenance of a practice may be enough for the Board to find that an employee would think their rights were being violated even if the existence of the practice had no actual impact. The General Counsel’s mandate “that employers narrowly tailor their use of monitoring technologies” is a similar overreach since practically any technology could, at least theoretically, interfere with workers’ rights under the NLRA.

Unfortunately, this interpretation of the NLRA outlined in the GC’s Memo will ultimately harm the workers the General Counsel purportedly seeks to protect. AI-enabled technologies are adding new ways to make the workplace more directly accessible to people with disabilities while simultaneously broadening employment opportunities for disabled workers. These technologies expand employment opportunities for disabled workers by expanding the universe of positions for which disabled individuals are qualified. Likewise, AI is also helping disabled workers with reasonable accommodations in the workplace. “Equally impressive, these AI technologies simultaneously reduce the number of work-related ailments and absences due to illness and disability . . . .” As noted earlier, AI is increasingly used to monitor and report on driver safety and productivity. An employer’s right to maintain discipline and productivity should not be improperly sacrificed in the name of protecting alleged concerted activity.

177. Mem. GC 23-02, supra note 22, at 8.
178. See Ryan, supra note 17.
179. Sonderling, Kelley & Casimir, supra note 1, at 19.
180. Id. at 20.
181. Id. at 19.
182. Id. at 33.
especially purely speculative activities. The text and purpose of the NLRA require a proper balancing of employee and employer interests.

Fifth, existing NLRB law is already well-equipped to handle instances when employers use AI-driven tools in an illegal manner.\textsuperscript{183} Even though the NLRA was enacted almost a century ago, it applies with equal force to modern day technologies. The GC’s Memo admits this much. Indeed, the bulk of the GC’s Memo highlights how existing Board law can be applied,\textsuperscript{184} which strongly militates in favor of the argument that new laws or amorphous frameworks are unnecessary. This is also true for the use of AI in other employment law areas. For example, one EEOC Commissioner and his staff have argued that “the federal anti-discrimination statutes that the EEOC administers and enforces apply with equal force to decisions made by algorithms as they do to decisions made by individuals,” even though most of these laws were enacted more than half a century ago.\textsuperscript{185} Similar arguments have been made regarding AI and workplace technologies that implicate the Fair Labor Standards Act.\textsuperscript{186}

Sixth, the notice and reporting requirements would be a significant expansion of the Act by the NLRB. Some states already require employers to inform workers if they use electronic surveillance, and any additional notice requirement should come from legislatures, not the NLRB.\textsuperscript{187} Additionally, commentators contend that the disclosure requirements likely undermine the productivity-enhancing purposes of the systems as a whole.\textsuperscript{188} In a similar way, the General Counsel’s instruction that NLRB regional offices require employers to report expenditures on electronic management technology to the DOL’s Office of Labor-Management Standards under Form LM-10 as part of any settlement of such charges is outside the scope of reporting requirements.\textsuperscript{189} At bottom, employers must report, among other things, payments for the purpose of interfering with employees in the exercise of their bargaining or
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representation rights. In the case of workplace technologies, even if misused, they were not purchased by the employer for an improper purpose. Rather, the supervisor (or whomever) that is responsible for the unfair labor practice was acting ultra vires. Requiring these reports to be filed when none are due enables the government to inconvenience employers and helps create advantageous conditions for union activity. The reporting requirement in the GC’s Memo triggers confidentiality concerns as well, since the misuse of submitted information is oftentimes the direct result of the availability of too much unnecessary and irrelevant reporting.

Seventh, the GC’s Memo will also impair remote work and therefore hurt employee morale, retention, productivity, and security. In addition to enhancing employee productivity, electronic monitoring often makes it possible for employers to allow employees to work remotely. COVID-19 accelerated the nationwide movement toward work-from-home arrangements, and many employers have increased their use of technological tools to effectively manage their increasingly off-site workforces. Many employers struggle to engage with employees, maintain productivity, ensure the security of IT systems, and otherwise manage their workplace. Employers, especially those with remote workforces and “employees who [routinely] travel for work, have an interest in ensuring that their employees are actually working. This is particularly relevant in the work from home culture where managers are not physically present to ensure employees are working when they say they are.”

Eighth, the General Counsel’s focus on interagency agreements raises several concerns. In short, these agreements provide a conduit to bring together agencies that ordinarily operate separately. Connecting these separate agencies that Congress established with responsibility for enforcing different laws outside of their specialized area generates noteworthy problems. For instance, “giving an agency a role in enforcing a law that[] [is] outside the
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scope of its specialty triggers confidentiality concerns.\textsuperscript{195} “When data is shared or complaints are referred, . . . the receiving agency [does not] have the same familiarity with the confidentiality provisions.”\textsuperscript{196} Critics of agencies focusing on interagency agreements argue that the agreements are self-serving for the government and that agencies should instead prioritize providing compliance assistance to the public, so the regulated community can better understand how to comply with the law.\textsuperscript{197}

There are several other flaws with the proposal. For example, practitioners have explained that the GC’s Memo disregards existing law.\textsuperscript{198} For instance, the claim that “excessive workloads” may “prevent workers from taking their breaks together or at all”\textsuperscript{199} is disconnected from existing law that allows employers to require their employees to work at set times and establish a workload during that time period.\textsuperscript{200} In a similar vein, practitioners argue that the GC’s Memo fails to account for the real world fact that management lawfully can be present in non-working areas and during employees’ non-working time for legitimate, lawful employer purposes, including personal reasons such as talking, eating lunch, and having coffee.\textsuperscript{201} Commentators have also noted that even though labor unions are increasingly using the same AI technology as employers, the GC’s Memo fails to identify any activities committed by unions that could violate the NLRA.\textsuperscript{202}

At the end of the day, the proposed framework was poorly considered. Ultimately, the proposal will not result in more protection for employees, but instead, it will only result in unnecessary litigation and place employers in an impossible no-win situation.

\textbf{B. Discrimination, Harassment, and Occupational Health and Safety Concerns}

The GC’s Memo outlines a position that fails to recognize that many AI practices at issue are driven by compliance with several employment laws and
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regulations, particularly in the areas of anti-discrimination, anti-harassment, and occupational health and safety. Federal anti-discrimination laws such as Title VII of the Civil Rights Act of 1964, the Age Discrimination in Employment Act, the Americans with Disabilities Act, and similar state and local laws were enacted to protect employees generally as well as to protect those who are in statutorily protected classes.\(^\text{203}\) Importantly, these laws require employers to avoid, to the extent possible, discrimination and harassment in their workplaces.\(^\text{204}\) The Supreme Court has long recognized the maintenance and enforcement of anti-harassment workplace rules and policies as evidence of reasonable care taken by employers to prevent harassment that is necessary to establish an affirmative defense against such claims.\(^\text{205}\)

Unfortunately, the extremely broad approach to AI and other emerging technologies, based on the General Counsel’s belief that speech under the NLRA for employees overrides all other concerns, will directly conflict with federal, state, and local anti-discrimination laws that protect against workplace harassment and discrimination. Because of the NLRB’s overly aggressive anti-employer position, employers are now uncertain about whether to comply with the competing guidance from the NLRB’s General Counsel on what conduct remains protected by the NLRA and the requirements under federal anti-discrimination laws to maintain a workplace free from harassment and discrimination.\(^\text{206}\) This is especially important since AI is commonly used to monitor harassment, which has been especially vital with the explosive growth of harassment in the age of remote work with the COVID-19 pandemic.\(^\text{207}\) Since the start of the pandemic, employees have felt as if online environments are the Wild West where the traditional workplace rules do not apply. Many commentators have explained that “remote work [has] made it easier for some employees to exert power over those who were comparatively vulnerable . . . because the channels through which remote work occurs—[i.e.,]...

\(^{203}\) See generally Sonderling, Kelley & Casimir, \textit{supra} note 1.

\(^{204}\) \textit{Id.} at 70 (explaining that “voluntary compliance remains a critical component of federal anti-discrimination law”).


text, phone, video—are often unmonitored." Kalpana Kotagal, a recently confirmed EEOC Commissioner and former civil rights and plaintiffs’ employment attorney, has explained that the knowledge that no one is watching can embolden a hostile work environment because an in-person office setting often involves bystanders who can be “a source of protection if they are trained, able or brave enough to step up.”

Monitoring employee communications may also provide employers the opportunity to initiate and enhance harassment investigations and take remedial action. Ultimately, employers should not be placed in a catch-22 in which they are subject to unfair labor practice violations under the NLRA and anti-discrimination law violations that can be brought by agencies, unions, and employees. Accordingly, employer workplace policies that prohibit abusive and hostile language and conduct, and that require employees to treat others professionally and with dignity, are vital legal compliance tools for employers in order to fulfill their obligations under such laws. As a consequence, the absence of or inability to maintain and enforce such rules exposes employers to greater legal liability. Equally important, these workplace policies and practices are important tools for providing employees the types of workplaces that federal and state legislatures have deemed essential productive workplaces.

Workplace harassment and discrimination have been consistently linked to increased rates of employee depression, worker stress, and decreased productivity. Workplace civility monitoring tools are important tools in this regard. The clear objective of many monitoring practices is to prevent harassment, which can lead to numerous adverse effects on employees and their employers. Such practices are clearly not an attempt to reduce the ability of employees to engage in protected concerted activity, which they can engage in without harassing behavior directed against fellow employees.
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In addition to the anti-discrimination conflicts, the GC’s Memo weakens, even undermines, the OSH Act’s requirement that employers provide a workplace that is “free from recognized hazards that are causing or are likely to cause death or serious physical harm to [their] employees.” The OSH Act was enacted to (1) “encourag[e] employers and employees in their efforts to reduce the number of occupational safety and health hazards at their places of employment”; (2) “stimulate employers and employees to institute new . . . programs for providing safe and healthful working conditions”; and (3) “encourag[e] joint labor-management efforts to reduce injuries and disease arising out of employment.” The General Counsel’s heavy-handed position will effectually prevent companies from using important AI-powered tools to ensure worker safety. AI and machine learning enable businesses to “significantly reduce the number of accidents and worker injuries in the workplace[,] . . . improve . . . workers’ wellness, avoid costly litigation, and minimize other costs related to fatal and non-fatal injuries.” But the General Counsel’s position would deny, or at a minimum deter, businesses from using this critical technology, thus placing employers between a rock and a hard place. Again, this places employers in an untenable situation where they are subject to suit for unfair labor practices under the NLRA or OSH Act violations. Recent OSHA enforcement actions against some large companies are illustrative. In 2023, OSHA announced a $60,000 proposed fine against a company for safety violations at three of the company’s facilities, alleging that “workers were at a high risk for back injuries and musculoskeletal disorders.” According to OSHA, workers at some of the company’s warehouses faced a higher level of risk for lower back and shoulder injuries, exposure to high ambient temperatures, and workers were incurring injuries from handling packages. In a statement, OSHA’s Assistant Secretary Doug Parker alleged: “While [the company] has developed impressive systems to make sure its customers’ orders are shipped efficiently and quickly, the company has failed to show the same level of commitment to protecting the safety and well-being
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of its workers.” But if the company looked to AI, which has been proven to reduce injuries and fatalities and help warehouse workers perform the very tasks identified in the enforcement action, the company would be at risk of being subject to NLRA violations.

On a related note, the General Counsel’s position articulated in the memorandum also likely conflicts with employers’ requirements under the OSH Act to maintain workplaces free from safety hazards related to workplace violence. OSHA takes the position that workplace violence may be covered by its general duty clause and broadly covers “any act or threat of physical violence, harassment, intimidation, or other threatening disruptive behavior that occurs at the work site.” To reduce these hazards, OSHA recommends that employers identify methods for reducing the likelihood of incidents occurring, including engineering controls and administrative controls. AI-driven systems can be used to mitigate work-related violence and harassment risks by detecting patterns and identifying or predicting risks to find the best way to minimize such risks. Scholars have explained that employers have legitimate reasons to use AI to monitor employees’ off-duty and online conduct. For instance, a social media post that includes a “company’s name and words or phrases like ‘gun’ or ‘shoot’ or ‘blow up’ could be a red flag for impending workplace violence.” A related example is if a social media post indicates illegal drug use or excessive alcohol use could trigger workplace safety concerns. But using AI-systems to identify or address work-related violence and workplace safety would now put employers in a position where they are at risk of NLRA violations.

At the end of the day, the best way for employers to preemptively comply with these laws is to maintain workplace policies that regulate employee behavior before it escalates to illegal conduct. But employers who abandon or significantly curtail their workplace practices out of concern with the standard contained in the GC’s Memo could face liability under these other laws. And vice versa. The Board’s AI standard should not force employers to endure
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employee harassment, discrimination, or other misbehavior until it reaches the threshold of legal impropriety. Nor should it create liability risk for employers who conscientiously and preemptively address employee workplace behavior in accordance with federal, state, or local law. The general counsel of a federal agency should not put employers in the position of violating one set of laws to comply with another. Likewise, federal agencies should not make compliance with numerous anti-discrimination and workplace safety laws and regulations unnecessarily difficult and unduly burdensome.

C. An Inappropriate Vehicle to Change Law

The GC’s Memo improperly attempts to change the law by issuing memoranda. As chief labor prosecutor, the NLRB General Counsel is attempting to create policy not by using her valid statutory authority to investigate and prosecute cases when unfair labor charges are filed, but rather by issuing memoranda. Congress delegated to the NLRB, not its General Counsel, the authority to make rules or regulations necessary to carry out the provisions of the NLRA. Scholars, including the one who seemingly inspired the new proposed framework, have explained that the NLRA is silent regarding employer surveillance and that “employers are mostly free to implement surveillance measures for purposes such as promoting productivity or improving security, even if those measures could also chill union organizing.” Additionally, General Counsel Abruzzo’s excessive use of memoranda has put employers in an untenable dilemma: The law they base decisions on may not be the law the NLRB uses to judge them. As one practitioner explains: “[I]n the age of the NLRB general counsel memo, employers and their labor counsel have to adjust their behavior not just to where the law is currently, but also to where it might go.” This is particularly egregious because employers cannot depend on NLRB law only applying prospectively since General Counsel Abruzzo has argued in other memoranda that “Board cases are presumed to be applied retroactively.”
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VI. RECOMMENDATIONS: CONSIDERATIONS FOR ALTERNATIVE APPROACHES AND RECOMMENDED PRACTICES

Because the GC’s Memo is deeply flawed, this Part discusses key considerations for any new frameworks for effective workplace practices that balance employee rights to engage in protected concerted activity and an employer’s right to use workplace technologies to maintain productivity, discipline, and safety. Regardless of which framework will ultimately be adopted by the NLRB, this Part offers some recommendations that may help employers comply with the NLRA, reduce the risks associated with workplace technologies and AI, diminish uncertainty, protect employees, and not foreclose or limit future AI innovations that may add value for employees and employers.

A. Alternative Approaches

Instead of adopting the draconian approach outlined in the GC’s Memo, the Board should consider alternative approaches when deciding cases challenging employer monitoring and automation practices. First and foremost, the NLRB should engage in notice-and-comment rulemaking to construct any possible new framework and not act through memoranda or adjudications.231 There are myriad benefits with the NLRB acting through rulemaking rather than adjudication.232 Pursuing policy, and especially changes in policy, through
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232. The benefits of rulemaking over adjudication include:

(1) rules provide a valuable source of decisional standards and constraints on agency discretion; (2) rules enhance efficiency by simplifying and expediting agency enforcement efforts; (3) rules enhance fairness by providing affected members of the public easily accessible, clear notice of the demarcation between permissible and impermissible conduct and by insuring like treatment of similarly situated individuals and firms; (4) rulemaking enhances the quality of agency policy decisions by focusing on the broad impacts of alternative rules and invites participation by all potentially affected groups and individuals; (5) rulemaking enhances efficiency by allowing an agency to resolve recurring issues of legislative fact once instead of relitigating such issues in numerous cases; (6) rulemaking enhances fairness by allowing the public to participate in the decision-making process that determines the rules that apply to their conduct; and (7) rulemaking enhances the political accountability and legitimacy of agency policy making by providing the general public, the President, and Congress advance notice of an agency’s intent to make major policy decisions and an opportunity to influence the policies ultimately chosen by the agency.
memoranda or adjudications rather than a rulemaking or a public guidance
document undermines the democratic values of accountability, transparency,
public participation, and reflective, reasoned decision making embodied in the
Administrative Procedure Act. Due to the lack of public scrutiny or the
compromises inherent in deliberative processes like rulemaking, policy
established by memoranda and adjudications will exacerbate the increased
instability in labor law by ensuring future flip-flopping and fluctuations on such
important issues. These fluctuations generate instability in many industries,
cease widespread confusion among employees, employers, unions, and others,
and require unnecessary legal costs. Furthermore, establishing policy by
memoranda can result in sharper political fluctuations that are not subjected to
public scrutiny or the compromises embodied in deliberative processes such as
rulemaking.

Notice-and-comment is particularly important with newer workplace
 technologies and AI because public comments can help improve the guidance
by providing outside parties the opportunity to provide meaningful feedback,
including pivotal responses from industry experts. Given the relative infancy
of AI-related issues, it is axiomatic that guidance is most effective when
employees and employers may rely on it. Rules and other sub-regulatory
guidance that oscillates from one presidential administration or Congress to the
next is of minimal utility in this context. Ultimately, clear, comprehensive, and
reasonable guidance that is enforced predictably and consistently will help
encourage employers and technology vendors to proactively prevent negative
effects of these technologies. Moreover, such guidance reduces uncertainty and
protects workers, employees, applicants, unions, and others without stifling
innovation.

Proponents of adjudication and memoranda will likely respond that it gives
the NLRB the flexibility to adjust standards as novel situations arise or as the
agency gains experience. They will likely also contend that adjudication forms
policy incrementally in contrast with the instantaneous impact of a formal
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rule. However, these points can be easily dismissed. Adjudicative decisions are fact-specific and thus may not be relied on to the same extent as broad, concrete rules. Moreover, adjudicative precedent under the NLRA has proven to be wildly unstable.

There are several key considerations that should guide the NLRB during notice-and-comment. An effective approach towards workplace AI practices should presume that such rules and policies are valid unless they are actually violative of the NLRA or have been applied in a discriminatory manner, including being used to interfere with union or employee organizational activity. For factually neutral practices, the Board should then require a showing that the practice in question has actually been applied or enforced in a manner that has directly resulted in an alleged restriction of an employee’s right to protected concerted activity. Any framework must give appropriate weight to both employees’ Section 7 rights and employers’ legitimate business interests in maintaining monitoring and AI practices.

In contrast with the General Counsel’s one-size-fits-all approach, the Board should adopt a framework to allow it to engage in a more refined evaluation of significant variables, including distinctions between different types of protected activities and monitoring practices, different justifications, particular work settings or industries that have unique characteristics, and specific events that might reveal the importance of a particular practice. Any framework ultimately adopted must be able to accommodate the widespread benefits of workplace technologies while still safeguarding Section 7 employee rights. The approach contained in the GC’s Memo imposes too many restrictions on the Board itself, and a more refined analysis advances what the Supreme Court has recognized is the Board’s “special function” of applying the Act’s “general provisions . . . to the complexities of industrial life.” Thus, any future standards should seek to improve clarity without sacrificing necessary protections or inhibiting technological innovation.

Alternative approaches driven by these important considerations will lead to predictable and reasonable results and guard against the creation of hypothetical “reasonable employees” and subsequent conjecture that the implementation of such rules could “chill” or interfere with employees’ Section 7 rights and employers’ legitimate business interests in maintaining monitoring and AI practices.
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7 rights. These considerations also provide consistency and stability to workplace monitoring practices and do not punish or subject employers to liability for not having actually violated the law. In addition, simplifying the test will provide greater clarity for employees, unions, employers, and the public. Any ultimate test adopted should require the Board to engage in clear and transparent decision-making, minimize second-guessing of employer practices, and provide courts with a clearly understood approach to any appeals they may be required to consider regarding workplace technological practices.

B. Recommended Practices

Regardless of what direction the NLRB goes, now is a critical time for employers to take proactive mitigation measures to avoid certain practices that may run afoul of the NLRA. To better protect themselves against NLRA violations, employers should adopt recommended practices for using automation technology and surveillance tools. At this time, the General Counsel’s proposed standard for evaluating the legality of electronic management tools is only a proposal and will not be the law unless and until the NLRB adopts or endorses it. Put differently, to become law, the NLRB would need to embrace the GC’s Memo in a decision in an individual case involving AI or electronic management. With that said, the GC’s Memo suggests that the General Counsel will seek to bring complaints against employers using these tools to set up a case for Board consideration. As a result, employers should consider practices to reduce any exposure to NLRA liability. These recommended practices are designed to be a starting point for companies to reduce any NLRA exposure. Companies that develop and use workplace technologies should be forward-thinking as they evaluate and address potential risks unique to their operations.

Even though the current regulatory environment makes it difficult to assess risks with certainty, at least some of these risks can be managed by adhering to a few core principles when it comes to administration of employee monitoring practices. First and foremost, employers should evaluate their AI and monitoring practices to determine whether any of their practices might violate the NLRA. One effective way employers can accomplish this is to conduct
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audits. Practitioners recommend that employers preliminarily audit their AI practices by reviewing key questions, including whether a business has a need for the technology and whether the technology is being used in a punitive way.\textsuperscript{243} Other useful inquiries include assessing the contours of the technology’s decision-making and whether it is being used in a discriminatory manner. Employers should also focus on the data being collected, including asking what specific data is being collected. More specifically, employers should ask about details regarding whether data is being collected from employees’ off-the-clock activities. Importantly, these reviews should encompass “any algorithmic decision-making tools used to screen or hire employees, or to make decisions regarding promotions, pay, or discipline, to ensure they do not inadvertently take protected activity into account.”\textsuperscript{244} Some practitioners recommend that employers “consider a ‘stress test’ exercise whereby they consider a potential NLRB investigation and corresponding requests for information on the scope of electronic monitoring and related systems in the workplace, and any written policies or protocols describing those systems.”\textsuperscript{245}

Second, employers should strive for transparency and explainability to promote and maintain reliability, trust, credibility, and a general understanding of AI systems.\textsuperscript{246} Transparency promotes the visibility of processes, the accessibility of systems, and the reporting of meaningful information, whereas explainability fosters trust in the process. To do so, transparency and explainability require open, detailed, and clear communication regarding what technologies are being used, their purpose, how they work, the specific information that is collected, to whom it will be disclosed, how it will be used, and how data will be retained.\textsuperscript{247} An important consideration to accomplish transparency and explainability is whether employees are informed or aware of the technology being used by their employers.\textsuperscript{248} Another consideration for
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employers involves training supervisors to administer workplace technological practices to ensure compliance with existing NLRB doctrine.\textsuperscript{249}

Third, if a company uses AI in the workplace to monitor productivity, it should make sure that this practice is used for a good reason.\textsuperscript{250} Legitimate reasons may include reviewing job descriptions to eliminate unconscious bias, tracking driver safety, and temperature and social distancing checks. Additionally, employers should take steps to document and articulate the legitimate reasons for such practices prior to implementing them and continue to do so thereafter.\textsuperscript{251} To the extent possible, employers should consider limiting the scope of any specific provisions to employee working time, and examine additional ways to narrowly tailor their application based on an employer’s distinct business goals.\textsuperscript{252} Employers should also be mindful of the real world impact of using monitoring tools, including employee stress and low morale resulting from micromanagement, which may result in turnover.\textsuperscript{253}

Fourth, employers should understand vendor liability. As discussed earlier, many companies enlist the help of outside vendors to support their human resources functions, such as screening applicants. The GC’s Memo explains that “if employers rely on [AI] to screen job applicants or issue discipline, the employer—as well as a third-party software provider—may violate Section 8(a)(3) if the underlying algorithm is making decisions based on employees’ protected activity.”\textsuperscript{254} As such, government officials and practitioners have emphasized the importance of employers incorporating explicit terms in their agreements with vendors, mandating compliance with all employment laws during the recruitment and screening of potential employees.\textsuperscript{255} Specifically, employers should consider engaging with their vendors to confirm that their AI tools are not making decisions based on protected activity under the NLRA as well as any other labor and employment laws, including state and local laws.\textsuperscript{256}

Fifth, employers should contemplate the possible remedies that might apply to their conduct in the event that the NLRA is applied retroactively to their
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actions.257 These remedies should be weighed in making decisions regarding the use of AI and emerging technologies in the workplace. This is particularly important since the General Counsel has stated that she “seeks to substantially expand the remedies employers face for labor law violations.”258

Finally, employers should track changes in the law that might affect NLRA compliance. Employers should also be aware of any other federal regulatory requirements that might be implicated by using monitoring technologies as well as state and local laws that may be applicable, including electronic monitoring disclosure laws and privacy laws.259 Similarly, employers should track changes in the law that might affect NLRA compliance, including changes domestically and internationally since many countries and international organizations are in the process of developing new laws and regulations surrounding the use of AI and automation in the workplace.260 Ultimately, a comprehensive understanding of the NLRA landscape will simultaneously benefit any self-audits that employers perform.

VII. CONCLUSION

At minimum, recent activity at the NLRB signals major implications for both unionized and non-union employers who rely upon AI and related technologies to bolster operations. Workplace technologies and AI tools serve several important functions and are often fundamental to effectively functioning workplaces. Unfortunately, employers may soon be confronted with a difficult choice between embracing groundbreaking workplace technology and managing the risks of non-compliance with a new regulatory framework for evaluating employee workplace rights.

The Board should not unduly restrict an employer’s ability to maintain and enforce workplace technological practices that are utilized to achieve essential and legitimate business functions. Placing heavy restrictions on employers who use these vital practices will stifle innovation and ultimately hurt the workplace.
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